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Statistical machine translation

Arabic — English

oy 50 ) B L jadl o L WSy oS5 — (il ) 1-1 slass
alaiy b ela ¥ ol Jafieal paa sl 83 310l g3 555301 Bl ulas
el e 1 el poleall yashei —J gaspnedl A1 8500l pula us

!

?

@ Statistical machine translation: Learn how to translate from parallel
corpora.
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Statistical machine translation: successes

Arabic — English

oy 5B 5 Learu )l L1 jall o Li¥ | Ay &3 — (bl ) 11 alais
slaiy el ¥ sl aiiead oaal gl 836 Bl g3 5530 BuS ulas
a3l el sse @l abiall sk —J gl S50 8,10 Gulas

!

Baghdad 1-1 (AFP) - official Iragi news agency reported that vice-chairman of

the revolution command council I1zzat Ibrahim received in Irag on Wednesday

in Baghdad, board chairman of the Saudi center for developing exports Abdel
Rahman Al-Zamil.

@ Statistical machine translation: Learn how to translate from parallel
corpora
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Statistical machine translation: limitations

Chinese — English
MEXRSREEMN— #E+—RB=-+/\BXHAE]
RIORBETE, FEARBEBEEHRNFF K.

!

Canada and the EU and Australia have closed on 28 November at the same
as the Chinese embassy in their earlier this week, and re-opening up.

@ This workshop: Learn to do it better.
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Statistical machine translation: limitations

Structural divergence between languages:

English | Who wrote this letter?
Arabic | sl sin UK il oy
(function-word) (who) (wrote) (this) (the-letter)
Chinese | XE 5 2 5 HY ?
(this) (letter) (be) (who) (write) (come-from) (function-word)
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Statistical machine translation: limitations

Structural divergence between languages:

English | Who wrote this letter?
Arabic | sl sin UK il oy
(function-word) (who) (wrote) (this) (the-letter)
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e Phrasal translation equivalences (existing models)

e Constituent reordering (this workshop!)

@ Morphology (Next year?)
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Statistical machine translation: successes
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Workshop overview

Input:
o Existing procedures for synchronous grammar extraction

Output:
@ New unsupervised models for large scale synchronous grammar
extraction,
@ A systematic comparison and analysis of the existing and proposed
models,

o Extended decoders (cdec/Joshua) capable of working efficiently with
these models.
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Models of translation

Supervised SCFG: Syntactic Tree-to-String

@ Strong model of sentence structure.

@ Reliant on a treebank to train the parser.
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Models of translation

Unlabelled SCFG: Hiero

@ Only requires the parallel corpus.

@ But weak model of sentence structure.
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Impact

Systems using syntax have outperformed those that didn't:

All system scores on NIST09 Urdu-English constrained task

320
31
288
25.5
25
223
19.0 f f ‘
Phrasal Unlabelled Supervised
SCFG SCFG
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Impact

Language Words Domain
English 4.5M Financial news
Chinese 0.5M Broadcasting news
Arabic 300K (1M planned) News
Korean 54K Military

Table: Major treebanks: data size and domain
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Impact

Parallel corpora far exceed treebanks (millions of words):
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Models of translation

Hierarchical

@ AIM: Implement a large scale open-source synchronous constituent
learning system.

@ AIM: Investigate and understand the relationship between the choice
of synchronous grammar and SMT performance,

@ AIM: and fix our decoders accordingly.

u}

)

I

il
it
S
0
i)

CLSP Workshop 2010 (Baltimore) Models of SCFG Induction



Impact

Systems using syntax have outperformed those that didn't:

All system scores on NIST09 Urdu-English constrained task
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Evaluation goals

We will predominately evaluate using BLEU, but also use automatic
structured metrics and perform small scale human evaluation:

Evaluate phrasal, syntactic, unsupervised syntactic,

@ Aim 1: Do no harm (not true of existing syntactic approach)

@ Aim 2: Exceed the performance of current non-syntactic systems.

CLSP Workshop 2010 (Baltimore) Models of SCFG Induction June 21
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Workshop Streams

@ Implement scalable SCFG grammar extraction algorithms.
@ Improve SCFG decoders to effieciently handle the grammars produce.

@ Investigate discriminative training regimes the leverage features
extracted from these grammars.
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Unsupervised grammar induction

There has been significant research into monolingual grammar induction:
Constituent context is a prime indicator of constituency.

@ Alexander Clark. Unsupervised induction of stochastic context-free
grammars using distributional clustering, 2001

@ Dan Klein and Chris Manning. A Generative Constituent-Context
Model for Improved Grammar Induction, 2002

We can formalise this notion in algebraic structures

@ Alexander Clark. A learnable representation for syntax using
residuated lattices, 2009

Deep connections to unsupervised word sense disambiguation, thesaurus
extraction etc.
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SCFG Grammar Induction

Distributional Hypothesis
Words that occur in the same contexts tend to have similar

meanings

(Zellig Harris, 1954)

We will leverage this in a translation setting:
@ Use the contexts to cluster translation units into groups
@ Units in the same group expected to be semantically and syntactically
similar
@ Then use these cluster labels to guide translation

> lexical selection: translating ambiguous source word/s
» reordering: consistent syntactic patterns of reordering
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Monolingual Example

Task: cluster words into their parts-of-speech.

lllustrate by starting with the word ‘deal’ (noun or verb):

Step 1: Find contexts for ‘deal’
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Monolingual Example

Task: cluster words into their parts-of-speech.

lllustrate by starting with the word ‘deal’ (noun or verb):

Step 2: Find other words which occur in these contexts

Notice that the instances of deal can be split into two connected
sub-graphs:

@ noun: the left two contexts “a ..with” and “a ..that”
@ verb: the right two contexts “to ..with"” and “not ..with"

@ neighbouring words of these contexts share the same PoS
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Clustering

Task is to cluster the graph into sub-graphs. Nodes in the sub-graphs
should be

@ strongly connected to one another
o weakly connected to nodes outside the sub-graph
@ could formulate as either hard or soft clustering

Choose soft clustering to allow for syntactic and semantic ambiguity

CLSP Workshop 2010 (Baltimore) Models of SCFG Induction
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Constituency and context

! @® @ork>
Je . travailler . -

@ Design and apply large scale scale clustering and topic modelling
algorithms (LDA, HDPs, HPYPs etc),

o identify sets of frequent contexts that distinguish synchronous
constituent properties.

@ Motivated by successful models of monolingual grammar induction,

@ deep connections to unsupervised word sense disambiguation,
thesaurus extraction etc.
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Latent Dirichlet Allocation (LDA)

LDA is a generative model which treats documents as bags of words

@ each word is assign a topic (cluster tag)
@ words are generated from a topic-specific multinomial
@ topics are tied across a document using a Dirichlet prior
@ « < 1 biases towards sparse distributions, i.e., topic reuse
o inferred 04 describes a document and ¢; describes a topic
T
D
w
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LDA over Contexts

Generative

story:

o for each word type w
o for each of the L contexts
o first we draw a topic t, then generate the context ¢ given the topic

@ the Dirichlet prior ties the topics for each w
@ we're primarily interested in the learnt 6 values

o
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Scalable grammar extraction with MapReduce

@ Divide and conquer approach to...counting
» map function M(x) — (ki, v1), (k2, va),...
> write a reduce function R(k;: vz, vi3,...) — (ki, V)

Partition
"Work"
| W1 | | W2 W3 | ﬂ
"worker" "worker"

"worker"
| [ | I, ry

"Result" l Combine
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Scalable grammar extraction with MapReduce : mapper

MAP INPUT
&
S & Sy
¢ FLre 5. &
Po S e £
Gatinrsoner [H!I!I%l [ Al )
o Gaul NT,,
is NT37
e ‘:> divided | NT,
caled Cas, 0 N
S katon, | | k. At s | |into
Gatergoaet | [ ohri " three
wedon fanguage,
o g parts
parallel corpus consists of annotated word alignments
key value
NTg; = NT{,NT, 1
NTy, = Gallien in seiner Gesamtheit : All Gaul 1
NT, = zerfélltin : is divided into 1
NTg7 = NTy, zerféllt in : [1]is divided into 1
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Scalable grammar extraction with MapReduce

REDUCE INPUT

key value
NTg7 = NT{5 NT,:
NT57 = NTy5 NT, :
NTg7 = NTy5 NT,:
NTg7 = NTgNT,:
NT,, — Gallien in seiner Gesamtheit : All Gaul
NT, = zerfélltin : is divided into
NT, — zerfélltin : is divided into
NTg7 = NTyp zerfélltin : is divided into

REDUCE OUTPUT

NTg7 = NTy5 NT, :
NTg; = NTgNT,: [2][1]

NT4o = Gallien in seiner Gesamtheit : All Gaul
NT, = zerfélltin : is divided into

NTg7 = NTyp zerfélltin : [[]is divided into

O OO )
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Scalable grammar extraction with MapReduce : Hadoop

Hadoop job_201005201754_1587 on vm-10-160-3-154

User: redpony

Job Name: streamjob4038169604371974420 jar

Job File: 1587fjob.xml
Job Setup: Successful

Status: Succooded

Started at: Sat May 22 12:48:37 EDT 2010

Finished at: Sat May 22 12:50:53 EDT 2010

Finished in: 2mins, 16s0c

Job Cleanup: Succossful

Kind | % Complete | Num Tasks | Pending | Running | Complete | Killed r::u’x{:ﬂ;‘:s
map | ___100.00% 100 o o 10| o )
reduce 100.00% 400 o o 0| o 0790
Counter Map Reduce Total

Launched reduce tasks o o 491

Rack-local map tasks o 0 72

Launched map tasks o 0 100

Data-local map tasks o o 28

UserCounters RuleCount o 43zeso0z| aszss002

FILE BYTES READ | 4546,318,087 | 4,380,674,599 | 8926,992,686

HDFS_BYTES READ 170,035,514 o| 170088514

FlesystemGount FILE BYTES WRITTEN |8,763,025,198 | 4,380,674,599 | 18,143,699,797

HDFS_BYTES WRITTEN 0| 3527673404 | 8.527,673,404

Reduce input groups 0| 29205331| 29205331

Combine output records o 0 o

Map input records 398,457 o 398,457

Reduce shuffle bytes 0l 4349648127 | 4340648127

m] = = =
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Scalable grammar extraction with MapReduce : Hadoop

Hadoop job_201005201754_1587 on vm-10-160-3-154

User: redpony

Job Name: streamjo4038169604371974420 jar

Job File:

Job Setup: Successful
Status: Succooded
Startod
Finished at: Sat May 22 12.
Finished in: 2mins, 16s0c
Job Cleanup: Succossiul

Sat May 22 12:48:37 EDT 2010
0

1587100 xmi

SP Workshop 2010 (
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Kind | % Complete | Num Tasks | Pending | Running | Complete | Killed Y::":”A’r’:‘,""z‘:s
map 100.00% 100 o ) 10| o /0
reduce 100.00% 400 o o w0 o 0790
Counter Map Reduce Total
Launched reduce tasks [ 0 491
Rack-local map tasks o 0 72
Job Counters
Launched map tasks o 0 100
Data-local map tasks [ 0 28
UserCounters RuleCount o asesso0a| 43205002
FILE BYTES READ | 4546,318,087 | 4,380,674,599 | 8926,992,686
) . HDFS_BYTES READ 170,035,514 o| 170085514
Flesyst " FILE BYTES WRITTEN |8,763,025,198 | 4,380,674,599 | 18,143,69,797
HDFS_BYTES WAITTEN 0| 3527.673,404 | 527,673,404
Reduce input groups o] 29205331| 29205331
Combine output records o 0 o
Map input records 308,457 0 398,457
Reduce shuffle bytes 0l 4340648127 | 4340648127




Language pairs (small)
o BTEC Chinese-English:

» 44k sentence pairs, short sentences

» Widely reported ‘prototyping’ corpus

> Hiero baseline score: 52.4 (16 references)

» Prospects: BTEC always gives you good results

o NIST Urdu-English:

50k sentence pairs

Hiero baseline score: MT05 - 23.7 (4 references)

Major challenges: major long-range reordering, SOV word order
Prospects: small data, previous gains with supervised syntax

v

v vyy
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Language pairs (large)

@ NIST Chinese-English:
» 1.7M sentence pairs, Standard NIST test sets
Hiero baseline score: MTO05 - 33.9 (4 references)
Major challenges: large data, mid-range reordering, lexical ambiguity
Prospects: supervised syntax gains reported

o NIST Arabic-English:

900k sentence pairs

Hiero baseline score: MTO05 - 48.9 (4 references)

Major challenges: strong baseline, local reordering, VSO word order
Prospects: difficult

vvyy

v

vVvYyy

@ Europarl Dutch-French:

1.5M sentence pairs, standard Europarl test sets

Hiero baseline score: Europarl 2008 - 26.3 (1 reference)

Major challenges: V2 / V-final word order, many non-literal translations
Prospects: 777

v

v vy
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Pre-workshop experiments

We have implemented a baseline constituent modelling and distrbuted
grammar extraction pipeline. Initial results on the small BTEC corpora:

Categories 1-gram 2-grams 3-grams 4-grams BP  BLEU
1 84.7 62.0 47.2 36.4 0.969 53.10
10 84.0 60.9 46.4 35.9 0.979 52.88
25 84.4 61.8 47.6 36.7 0.973 53.47
50 84.8 61.2 46.6 36.2 0971 52.83
100 83.5 60.1 457 35.3 0.972 51.86

CLSP Workshop 2010 (Baltimore)

Models of SCFG Induction

June 21

32/ 33



Summary

@ Scientific Merit:
> A systematic comparison of existing syntactive approaches to SMT.
» An empirical study of how constituency is useful in SMT.
> An evaluation of existing theories of grammar induction in a practical
application (end-to-end evaluation).
@ Potential Impact:
» Better MT systems, for more languages, across a range of domains.
» More accessible high performance translation models for researchers.
o Feasibility:
> A great team with a wide range of both theoretical and practical
experience.
» Solid preparation.
o Novelty:

» First attempt at large scale unsupervised synchronous grammar
induction.
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