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(a) Classical Dependency Structure (b) Dependency Structure as CF Tree
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(c) CFG Structure

Figure 6.1: Three kinds of parse structures.
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Figure 6.2: Dependency graph with skeleton chosen, but words not populated.

aware of operate under the assumption that the probability of a dependency structure is the

product of the scores of the dependencies (attachments) in that structure. Dependencies

are seen as ordered (head, dependent) pairs of words, but the score of a dependency can

optionally condition on other characteristics of the structure, most often the direction of the

dependency (whether the arrow points left or right).

Some notation before we present specific models: a dependency d is a pair 〈h, a〉 of a

head and an argument, which are words in a sentence s, in a corpus S. For uniformity of

notation with chapter 5, words in s are specified as size-one spans of s: for example the

first word would be 0s1. A dependency structure D over a sentence is a set of dependen-

cies (arcs) which form a planar, acyclic graph rooted at the special symbol ROOT, and in

which each word in s appears as an argument exactly once. For a dependency structureD,

there is an associated graph G which represents the number of words and arrows between

them, without specifying the words themselves (see figure 6.2). A graph G and sentence

s together thus determine a dependency structure. The dependency structure is the object

generated by all of the models that follow; the steps in the derivations vary from model to


