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Figure 5.1: Parses, bracketings, and the constituent-context representation for the sentence,

“Factory payrolls fell in September.” Shown are (a) an example parse tree, (b) its associated

bracketing, and (c) the yields and contexts for each constituent span in that bracketing.

Distituent yields and contexts are not shown, but are modeled.

the head. In fact, trees in this grammar are isomorphic to dependency trees which specify

the attachment order for heads with multiple arguments (Miller 1999). The hope was that,

while the symbols in an arbitrary PCFG do not have any a priori meaning or structural

role, symbols in this dependency grammar are not structurally symmetric – each one is

anchored to a specific terminal symbol. Carroll and Charniak describe experiments where

many such grammars were weighted randomly, then re-estimated using EM. The result-

ing grammars exhibited wide variance in the structures learned and in the data likelihood

found. Parsing performance was consistently poor (according to their qualitative evalua-

tion). Their conclusion was that the blame lay with the structure search problem: EM is a

local maximization procedure, and each initial PCFG converged to a different final gram-

mar. Regardless of the cause, the results did not suggest that PCFG induction was going to

be straightforwardly effective.

Other related parameter search work is discussed in section 6.1.2, but it is worth further

considering the Carroll and Charniak experiments and results here. One important advan-

tage of their formulation (that they did not exploit) is that random initial rule weights are not

actually needed. In the case of unrestricted binary-branching PCFGs, such as with the Lari

and Young (1990) experiments, one considers a full binary grammar over symbols {Xi}.

If all rules Xi → Xj Xk have exactly equal initial probability, that initial parameter vector

will be an unstable symmetric fixed point for EM. Therefore random noise is required for

symmetry-breaking, to get the optimization started. That is not the case for the Carroll and


